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1 INTRODUCTION 

The modern society relies to an increasing extent on computers for various functions. This 
development has brought efficiency into the production of goods and services. Unfortunately 
however, this development has also brought an increasing societal dependence on the com-
puter systems, which may be challenged by deficient designs, malicious actions or a combina-
tion of these. This fact has put a large emphasis on safety and security in the design of all 
kinds of computer systems. 

Risk assessment and safety engineering are established methodologies that have been used in 
the design and analysis of many systems, including computers, to ensure their reliability and 
dependability. The applied methodologies have their origin in safety oriented industries such 
as the nuclear power, off-shore activities and transportation and they have recently found ap-
plications also in health care, banking and more generally in different kinds services that are 
important for a well functioning society. This broadening of the applications of risk assess-
ment and safety engineering has actually suggested that systems safety and security could be 
treated as a discipline of its own. 

The application of risk assessment and safety engineering in the computer field is important 
due to two reasons, firstly because computers are used to control and protect important sys-
tems and secondly because computers may represent a threat themselves if they have not been 
properly designed. One problem in the design and analysis of interconnected computer sys-
tems is their complexity, which makes it difficult to ensure their reliability and dependability 
in all possible situations. This complexity also puts a large demand on designing the human 
computer interfaces to be understandable and efficient. 

The point of departure of the present paper is the safety and security needs as seen from the 
perspective of nuclear industry, but it takes a broader view towards the use of risk analysis 
and safety engineering more generally for ensuring computer dependability in important so-
cietal infra-structures. Taking this view it is important to consider systems safety and security 
on a more abstract level to ensure that there are enough interactions between designers and 
analysts in the development process and in different fields of application. There is also a need 
for a larger awareness and understanding of needs and solutions to make it possible to find 
balanced and cost effective designs. A conclusion of the paper is that a multidisciplinary ap-
proach and systems thinking are necessary prerequisites in ensuring reliability and depend-
ability of future computer systems. 

                                                 
1 Invited paper presented at SAFECOMP 2005, the 24th International Conference on Computer Safety, Reliabil-
ity and Security 26-30 September 2005, Fredrikstad, Norway. 
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2 FOUNDATIONS OF RISK AND SAFETY 

2.1 Basic concepts 

Risk is usually interpreted somewhat differently in different fields. A dictionary definition 
typically includes words like hazard, a source of danger, a possibility of incurring loss, etc. 
Sometimes the term risk is also referred to various gambles, which are entered in the hope of 
something favourable to happen. More formally risks are often discussed as the triplet of pos-
sible threats together with their likelihood and consequences. This consideration has led to the 
introduction of the so called probabilistic risk assessment (PRA), which has found well estab-
lished applications especially in the nuclear field [1]. 

Safety is usually seen as the reciprocal of risk, i.e. that adverse effects will not be caused by 
some event or agent in defined situations. Safety is however difficult to prove, because it 
would involve the proof of non-existence. Ensuring safety therefore always involves a kind of 
completeness argument that all possible threats have been considered and shown not to cause 
any danger in relevant situations. 

Security carries a slightly different interpretation than safety, which is associated to a separa-
tion between threats introduced from events of natural origin as compared with threats intro-
duced by malicious actors. With this interpretation security is often associated to gates, guards 
and guns. Computer security is somewhat blurring this distinction between normal events and 
malicious actions, because attacks against computer systems are often launched through exist-
ing weaknesses in the systems that are the result of normal design deficiencies. 

Vulnerability is commonly used to indicate certain flaws and weaknesses in the design or im-
plementation of systems that make them susceptible to attacks. Vulnerability is thus related to 
possible threats towards security, which may include harassment, theft or sabotage. The im-
portance of assessing the vulnerability of computer systems has increased, because crucial 
societal infrastructures depend on their undisturbed functioning. 

Dependability is often used as a collective concept to define system performance in terms of 
availability, reliability and maintainability. Dependability is a rather broad concept, because it 
builds on specific countermeasures, which are designed into the systems and in their envi-
ronment to ensure that specific threats have been compensated for. This will in practice take 
place in the work processes of design and analysis in which risks are identified and safety 
built into the systems. 

2.2 Decisions on risks 

Decisions on risks are made continuously by people and organisations. Most of the decisions 
are simple choices, but some of them can have far reaching consequences. Decision analysis 
has been developed to approach the more difficult decisions and it is based on the expected 
utility theory (EUT) [2]. Some critique has been expressed towards EUT with the argument 
that people do not always act according to the axioms of the theory. This is true and the dis-
cussion still is ongoing, but for most practical applications EUT with its extensions provides a 
good normative model for decisions on risks. One extension expected utility theory is for ex-
ample the multi-attribute utility theory (MAUT), which in some of the more controversial 
cases can been used to support decisions about risks [3]. Another extension is the theory of 
games in which the decision making of two or several independent players with at least partly 
diverging interests [4], [5]. 
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Decisions on risks within the society have led to disagreements between experts and laymen 
on the risk assessment methodology and the interpretations of the results. These disagree-
ments are partly due to differences in how experts and laymen understand risks and frame de-
cision making situations and partly to difficulties in communication. Controversies are also 
connected to the models, which are used to predict consequences of a decision and to the con-
version of these consequences into value judgements [6]. This debate is still going on, but bet-
ter communication between stakeholders in the risk communication process together with a 
consideration of the full spectrum of possible consequences and the uncertainties involved, 
should be able to resolve at least some of the controversies [7].  

2.3 Safety management 

Safety management is the activity by which risks are identified, assessed and acted upon. 
Safety management therefore encompasses many different activities of people and organisa-
tions that have a stake in the risks involved. For nuclear power plants for example, these 
stakeholders include designers, vendors, owners, operators and maintainers of the plant as 
well as authorities, politicians, media and people in general. The plants are designed, built, 
commissioned, operated and decommissioned over a period, which may be as long as hundred 
years. After that the spent fuel is to be stored safely for far longer periods of time. A struc-
tured way of working and record keeping is a prerequisite for this to succeed in a way that 
could be considered to make the risks as low as reasonable practicable (ALARP). 

The basis of safety management at a smaller scale is a reliance on structured and well docu-
mented work processes to ensure transparency in decisions and repeatability in critical work 
activities. This applies to all people involved in design, operation and maintenance. A com-
mon requirement today is that organisations involved in safety critical work should have a 
strong safety culture, which is present in their attitudes and behaviour [8]. This requirement 
has several implications on how the organisations involved should structure their work proc-
esses and how the interfaces between them should be arranged. 

2.4 International co-operation 

International co-operation has an important position in placing a foundation for the handling 
of risk and safety. This work is taking place on several levels of which academic research has 
laid the groundwork for understanding risks and building safety. Secondly hazardous areas 
have their own specialised fora for the exchange of experience and guidance. Some of these 
organisations are closely connected to the safety authorities, other to operators and some are 
non-profit organisations with a more research oriented agenda. In the nuclear field for exam-
ple IAEA, OECD/NEA and WANO have important functions facilitating the emergence of 
safety standards and guidelines. 

Important work is also done by the international standardisation organisations such as IEC 
and ISO. These organisations in turn are networking with national standards organisations and 
authorities. This international co-operation can actually be seen as a complex network, which 
ensures that important experience is taken care of and can be utilised for a continuously im-
proving safety.  
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3 RISK ASSESSMENT 

3.1 Phases in risk assessment 

Risk assessments are often divided into three distinct phases. In the first phase the scope of 
the study is set and potential threats are identified. In this phase it is important to separate be-
tween different categories of risk and to approach them with an open mind to ensure that all 
important threats are covered. Threats may be natural or artificial, they may influence differ-
ent groups of people differently and they may vary with place and time.  

In the second phase event models are built based on possible errors and failures as initiators of 
some unwanted chain of events. In the models responses of safety provisions and actions are 
taken into account to arrive at event chains in which a specific threat is realised. The probabil-
ity of this to happen is calculated from the probabilities of single events within the chain. The 
resulting risk can then be obtained by summing over the event chains and their probabilities. 
This phase relies on the collection event and failure frequencies together with the construction 
of models for how single events influence the system in consideration. Event and failure fre-
quencies can be obtained from statistics and the cause consequence models from knowledge 
in physics, chemistry, biology, etc. on how various injuries and damages occur. The scope of 
this phase has for practical reasons to be restricted to the most important event chains. 

The third phase of the risk assessment is typically devoted to the assessment, i.e. making 
value judgements on the results of the two preceding fact finding phases. The third phase also 
includes the decisions on actions to be implemented based on the results from the assessment. 
Such actions can for example be the decision to abandon a certain technology, to implement 
various protective facilities or to redesign some part of the system. In the decision the benefits 
of acting on the risk have to be compared with the costs of the actions. 

3.2 Challenges in risk assessments  

There are many challenges in risk assessments of which the perhaps largest is connected to 
the value judgement in the third phase of the risk assessment. In this phase the scope of the 
study and its results have to be communicated to decision makers and stakeholders in the 
process. Experience from risk assessments in societal decision making demonstrates that 
models, data and reasoning have to be made transparent and believable not to introduce al-
most unsolvable controversies. This has been seen for example in the search for repositories 
for high level nuclear waste. Applications of risk assessments in engineering design, where 
the focus is on the phases one and two, have been mostly uncontroversial. 

Risk assessments also include technical challenges of which the completeness of the analysis 
is the most important. A comprehensive study becomes complex and difficult to take in, but a 
more superficial study may not be accurate enough. A study has for practical reasons always 
to be restricted in scope, but it should still include all important failure modes. Very unlikely 
sequences can be disregarded, but this introduces a certain rest risk, which has to be consid-
ered to be acceptable. Finally there will always be uncertainties involved both in the model-
ling of the event chains and in the probabilities assigned. The largest uncertainties are typi-
cally connected to event chains that have very small probabilities and very high costs, which 
make it difficult to arrive at objective estimates of the importance of these risks. 
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3.3 Models and modelling 

Models and modelling plays an important role in the risk assessments [9]. Firstly there have to 
be an understanding of when threats will be realised and how they will influence the affected 
systems, i.e. a theory of accidents and their consequences [10]. Secondly the effects of pri-
mary consequences to the initiating event should be modelled also to include secondary con-
sequences and so on. This information should be used to build the event models in which also 
the responses of safety systems and other actions are included. 

As long as the event sequences are restricted to technical systems the modelling is relatively 
straightforward, but at some level there is a need also to include models of human actions and 
organisational influences [11], [12]. For example some human maintainer may have forgotten 
to reset an important safety system after some maintenance activities and this may have been 
due to deficient instructions. Some advances have been made in the modelling of people and 
organisations for their inclusion in risk assessments, but available methods and tools rely on a 
large extent on engineering judgement. 

3.4 Threats connected to computer systems 

Computers present, due to their versatility and ubiquity, a large challenge for their proper in-
clusion in risk assessments, especially if some level of detail is pursued in the modelling ef-
fort. More limited models can off course be used, but they seldom give enough guidance for 
the planning of safety precautions. From another point of view, computers seldom, due to the 
reliability of used hardware, are the initiators of unwanted chains of events. It is more likely 
that that some hardware failure or software error renders the computer unavailable for some 
restricted time, before this is detected and corrected. Another important failure mechanism is 
connected to human actions, which either inadvertently or deliberately may cause computer 
failures. 

On a more technical level one could separate between different threats toward a proper func-
tioning of computer by considering losses of integrity, availability and confidentiality. Loss of 
integrity is the most serious, because it would mean that the proper functioning and the output 
from the computer cannot be trusted before it has been reinitialised with its original software. 
Loss of computer availability can also be quite serious during transients in which the com-
puter is assumed to provide essential services in coping with some disturbance. Loss of confi-
dentiality is the least serious threat, but data that has been stolen may be used later in deliber-
ate attacks with more serious consequences.  

4 SAFETY ENGINEERING 

4.1 Basic safety principles 

Safety engineering can be said to include all the methods of design and analysis that are used 
to ensure that systems fulfil their safety and security requirements. Present views on safety 
engineering have emerged through development in many different fields. The early develop-
ment of nuclear power for example generated several important insights, which today are seen 
as corner stones of safety engineering. The perhaps most important concept in this connection 
is defence-in-depth, which is based on the principles removing, preventing and controlling 
certain threats and mitigating their consequences if they in spite of these precautions should 
be realised. The principles of redundancy, diversity and separation can be derived from the 
defence-in-depth concept as well as the so called single-failure criterion. 
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Another important concept from the nuclear field is the concept of a design-basis-accident, 
which means that one or a set of accident scenarios are defined to serve as probing stones for 
the analysis. The design of the safety systems is thus given a clear objective to ensure that the 
systems should be able to cope with possible variations of these base scenarios without any 
harm. A concept design-basis-threat has been introduced in the security field to serve in a 
similar way to govern the design and analysis of security precautions [13]. 

4.2 Technical safety systems 

The technical safety systems typically consist of a supervision and control system, which is 
given the task of detecting, counteracting, controlling, mitigating and finally restoring safe 
operation. The design and analysis of the supervision and control system involves a careful 
definition of safe operation together with alarms for situations when some important parame-
ter has exceeded its allowed range. The supervision and control system can be automated or it 
can rely on manual operation. For large and complex systems, which need a continuous moni-
toring, the supervision and control is typically realised through a combination of automatic 
and manual control. 

The tasks of the supervision and control system are generally detection of adverse situations 
and activation of protective systems and devices. Parts of the control systems may also be de-
signed to prevent dangerous situation by inhibiting for example operator actions that may lead 
to the realisation of some threat. As an example the technical safety systems for a nuclear re-
actor include automatic systems for the following functions 

− shut down of the reactor, 
− isolation of important systems, 
− pressure relief to protect the integrity of the reactor, 
− reactor cooling, 
− emergency power supplies. 

4.3 Administrative safety systems 

In addition to the technical safety systems there are many administrative systems, which are 
important for safety and security. The most important is the quality systems, which can be 
considered as an important part of safety engineering in spite of the fact that they mostly are 
implemented as a set of administrative rules for work processes within an organisation. A 
quality system can in principle be seen as a description of required quality, a description of 
how this quality can be reached and the processes of auditing and updating by which the qual-
ity system is maintained [14]. Quality systems typically stress a structured way of working, 
inspection and review, documentation and record keeping, etc. The procedures and instruc-
tions used in operation and maintenance are often considered to be a part of the quality sys-
tem.  

Another part of the administrative safety systems is the feedback of experience, which some-
times is interpreted narrowly to consist only of accident and incident reporting. The feedback 
of experience is an important source of information both for modelling the cause consequence 
chains and for the calculation of failure frequencies. Today causation mechanisms for inci-
dents and accidents are well known and several data banks are available for equipment failure 
frequencies. Unfortunately however, incidents and accidents show that human errors and or-
ganisational deficiencies often are important contributors and for them it is far more difficult 
to find adequate models and data. 
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4.4 The systems design process 

Systems design is not only concerned with the design of the technical system, but also with 
the design of administrative systems and training programmes. Safety engineering relies on a 
graded approach to design and analysis, which means that the parts of the systems that are 
important for safety are given more attention than less important ones. This principle aims at a 
balanced design in which a high safety level is reached without spending fortunes on protec-
tion against very unlikely sequences of events. The graded approach is in practice imple-
mented as a safety classification of systems and equipment [15]. 

The systems design process is usually divided into the phases of requirements specification, 
conceptual design and detailed design. Design projects usually build on earlier design pro-
jects, which are modified for the changes as compared with earlier designs. It is common to 
see iterations in design projects, where concepts are brought to a rather detailed level and 
tested against requirements before they are implemented in the actual design. A common ob-
servation is that the freedom of design decreases and that the costs of changes increase as the 
design project evolves in time.  

4.5 Operational precautions 

Safety relies not only on a well designed system, but also on how this system is operated and 
maintained. Safety precautions for operations and maintenance include well designed human 
system interfaces for operators, maintainers and other groups of people that are involved in 
various hands on activities. They also include the instructions these people are using and the 
administrative provisions, which ensure that only qualified persons are allowed to perform 
safety critical tasks.  

Nuclear power plants for example rely on a comprehensive system of instructions, which have 
been created to cover normal operation, disturbances and emergencies. For the training of op-
erators training simulators are used both in the initial training and the annual retraining ses-
sions. For the training of emergencies it is usual to arrange emergency drills in which relevant 
outside organisations are engaged to serve the dual purpose to improve available instructions 
and to give training to the people involved. 

4.6 Regulatory oversight 

Regulatory oversight can be seen as the final step of safety engineering. Most high risk areas 
have some sort of regulatory oversight, which includes regulatory requirements, operating li-
censes and various types of inspections and reviews. In principle one may say that it is not 
enough that the facilities operate safely, but their operators have to be able to prove for an 
outside party that they actually do so. If there is a doubt that necessary safety provisions are 
not in place, the operations license may be revoked with immediate effect for a certain time or 
until defined actions have been taken. The regulation in the nuclear field has over time moved 
from prescriptive systems more towards risk informed approaches [16]. 

Regulatory oversight in the nuclear field is exercised through a safety case, which has to be 
prepared, submitted and assessed before an operating license can be granted. The safety case 
provides in principle the full description of the plant, its safety provision, modes of operation, 
administrative systems and responsible persons. When an operational license has been granted 
all modifications that will change something in the safety case, have to be submitted to the 
regulator for approval. 
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5 APPLYING SAFETY ENGINEERING TO COMPUTERS  

5.1 Designing for computer dependability 

Research and development in computer reliability over the last quarter of a century has gener-
ated methods and tools with which a high dependability can be reached. In the design of com-
puter software it very early became evident that a large emphasis had to be put on ensuring 
the correctness of the code. Early research suggested that the use of structured programming 
and high level languages could improve both correctness in the code and productivity in the 
coding process. The requirements specifications were also identified as an important source of 
persistent errors in the final code. Further development led to the emergence of practices and 
standards, which gave recommendations for the software design process [17], [18]. More de-
tailed guidance for the software verification and validation activities can be found in [19]. 

Especially in the computer field, but also in other applications, there is an increased use of 
formal methods in requirements specification and analysis. This development is connected to 
the increasing complexity of all systems, which makes it difficult to ensure consistency and 
completeness without specialised tools. Formal methods also have the benefit of enabling 
computerisation of design and analysis, which make these processes more reliable as com-
pared to manual alternatives. In these cases it is usual to give reference to so called CASE-
tools (computer aided software engineering).  

In the design of high integrity software it is a common practice assign safety integrity levels 
(SIL) in which the likelihood and consequences of software errors are combined to separate 
for instance between small, tolerable, medium, high and intolerable risks. This classification 
is then used to select methods and tools for the software development process.  

5.2 Computers in safety systems 

The problems of using computers in systems important to safety of nuclear power plants was 
identified more than ten years ago [20]. The basic dilemma in using computers is connected to 
providing proofs that required functionality can be obtained in all possible situations and that 
no unwanted functionality will occur in any situation. This problem has for a few commercial 
systems been solved to the satisfaction of national licensing authorities, but the process to 
generate these proofs has shown to be tedious and expensive. Available systems often use 
computer based tools for the design and analysis, but then the burden of proof is moved from 
the system itself to the tools.  

The methods of safety engineering are based on independence between the safety precautions 
in a probabilistic sense. Unfortunately the bulk of the computer failures are due to deficien-
cies in the software, which implies that the failure mechanism basically is deterministic, al-
though the software usage profile, i.e. how the environment is exercising the software, in 
some sense is probabilistic. It is therefore impossible to exclude the possibility of a common 
cause failure, even when redundant or diverse software is used, because such a failure may be 
due to common hardware, common specifications, common methods or tools, etc. In addition 
with digital systems there is always the possibility that a software error will cause very large 
changes in outputs values as the consequence of a very small change in inputs, which means 
that it is practically impossible to predict the consequences of a software error without actu-
ally running the code and hitting the error. 
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5.3 Computers in societal infra-structures 

The development of modern computers has been a large achievement, which contains many 
promises for the future. The benefits as we see them today are undisputable, but the increas-
ing reliance on computers and computer networks are introducing new threats that have to be 
understood and acted upon. The first indications of emerging difficulties were mainly con-
nected to programming errors, which in the beginning mostly caused ridiculous situations, but 
also some more serious incidents. 

The second indication of emerging threats came when additional functionality in the computer 
systems was obtained through networking. Firstly the growing complexity of the systems 
paired with relatively lax security provisions of that time, made it possible for frustrated com-
puter specialists to do harm to their employers or to exploit their knowledge for criminal 
gains. Secondly a generation of hackers grew up, who found contentment in breaking into 
computer systems of large companies and organisations. Thirdly writers of malignant com-
puter code found amusement in writing viruses that rapidly infected thousands of computers 
around the world. Today there is a growing concern that criminals and terrorists may use ex-
isting vulnerabilities in the computer systems for their own ends. 

5.4 The ubiquitous computer 

The societal reliance on computers has increased tremendously over the last decade. Where 
for example shops and banks ten years ago usually had an emergency fallback to manual rou-
tines in the case of computer failures, this is not possible anymore. Today a car can contain 
tens of embedded computers and even simple everyday products such as stoves, freezers and 
washers contain computers. Many of the computers are connected through local area net-
works to the global cyber sphere. Updates of the software are sent automatically to many of 
these computers and these channels may as well be used for malevolent purposes.  

One difficulty in the new situation is that computer users have a good understanding for only 
a small set of the functions available. This means that s/he has difficulties to identify failures 
and even lesser possibilities to do anything about them. At the same time computers experts 
continuously become narrower in their expertise due to the growing complexity in the sys-
tems. The rapid technological development also implies that expertise will deteriorate rapidly 
if it not continuously maintained. In addition there is a growing black market of sophisticated 
computer based tools that can be used to introduce different kinds of damage for systems that 
are important for a well functioning society. 

6 CHALLENGES FOR THE FUTURE 

6.1 Escalating costs 

With the experience from computer systems today it seems very clear that more efforts in the 
future have to be placed on issues that are connected to safety and security. The question is 
how such efforts should be allocated to get the best impact, because there is a growing con-
cern that costs will escalate without a real contribution to system safety and security. In the 
nuclear field some of these concerns have been addressed in a recent report [21]. 

One approach to abate escalating costs has been to bring in so called commercial-off-the-shelf 
(COTS) products both on the hardware and on the software side. This practice has many 
benefits by making it possible to divide development costs among a larger number of users, 
but it has also certain drawbacks. COTS products are for example often black boxes with little 
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or no information on their development process, which makes it difficult to assess their suit-
ability for some specific application.  

Software reuse has also been proposed as a method to cut system development costs. Again 
there are pros and cons with this approach, because there may be subtle differences between 
the original application for which the software was developed and the new intended applica-
tion. One possibility for software reuse is reverse engineering, which is used either to develop 
new hardware for the old software or to port the old software onto a new hardware platform. 

6.2 Technical improvements 

Most trends in the computer field indicate a continuation of the present rapid development of 
hardware and software for many years to come. This will most likely bring a higher sophisti-
cation in the computer systems we are using, but also a growing complexity and a decreasing 
transparency of the systems. It is likely that many technical fixes will be implemented to get 
rid of present difficulties for example in ensuring that certain messages are coming from 
trusted origins and do not contain any hidden malignant pieces of code. However, it is also 
likely that these fixes will open up new loopholes, which then consequently will need their 
own subsequent fixes. 

A difficult technical question for the future is the extent it would be better to rely on open or 
proprietary code for high integrity applications. If the code is open it may be easier to design 
an attack on it, but the code may on the other hand be more robust and stable. Similarly a pro-
prietary code may contain several bugs when it is released and it may enforce more accurate 
version management to prevent that detected bugs are not exploited before they are corrected. 
A supplier of proprietary code may also be reluctant to release information on bugs that are 
detected.  

6.3 Administrative improvements 

It is important that administrative safety and security systems are created in parallel with the 
technical improvements, because lax administrative systems can easily offset the most rigid 
technical safety precautions. The first step is to create an understanding by the computer users 
that safety and security are important issues and that it is necessary to stick to agreed adminis-
trative rules. This will only succeed if the administrative system is properly balanced between 
too lax and too rigid systems. 

The administrative system should be based on a safety and security plan, which has identified 
threats that the system should be able to withstand. To be realistic this should most likely in-
clude attacks, which are mounted through a co-operation between a single insider and several 
outsiders. For present systems it may be difficult to provide convincing proofs that the suc-
cess of such an attack is very unlikely. More generally it would be important to identify po-
tential attackers together with their motives and resources. This would make it possible, at 
least in principle, to design the safety and security precautions to make the likelihood of a 
successful attack small enough as compared with the costs of mounting an attack. 

6.4 Solutions for high integrity systems 

For computer system where a very high integrity is required and a large certainty should be 
reached that it actually has been achieved, new methods and tools for design and analysis will 
be needed. The design methods and tools should force designers to restrict themselves to sim-
ple constructs within a given domain of functions and to leave a documented trace of the ad-
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vancement of the design process. The methods and tools for analysis should aim at quantita-
tive risk assessments for computer system, because only then given acceptance criteria can be 
verified. Quantitative acceptance criteria can also guide the verification and validation efforts 
to be in balance with the increased assurance that the system will provide all specified func-
tions and no unwanted functions. 

These requirements can at least in principle be fulfilled by combining deterministic and prob-
abilistic reasoning. On one hand it may be argued that certain deterministic requirements can 
be relaxed, because the specific event chains they involve can be considered to be very 
unlikely. On the other hand it may similarly be argued that some event chains can be excluded 
from the probabilistic analysis, because deterministic provisions during the design process 
make them very unlikely. In addition it is clear the design, testing and installation of critical 
modules always should progress as a joint effort of at least two persons to prevent the possi-
bility that a single insider can tamper with the process. 

6.5 A societal response 

A societal response towards the new threats has to be built on several levels. Starting from 
above it is evident that new legislation will be needed, which criminalises intentional actions, 
which are aimed at disturbing important societal infra-structures. This legislation should be 
harmonised between countries, because effective prevention of harmful activities will need 
international co-operation. Secondly there is an evident need for more research and develop-
ment in the area of safety and security and it is important that this work is given a broad and 
multi-disciplinary character. New standards will be needed for various technical solutions es-
pecially in the interfaces between systems. For some of the most critical infra-structures in the 
society it may be necessary to introduce new regulation. 

In designing societal responses to the new threats, one interesting question is whether or not it 
is possible to use market mechanisms for the actions necessary or if centrally planned activi-
ties may be more efficient. The answer seems to be that market mechanisms are probably not 
enough, because societal funding to an agency seems to outperform other organisational solu-
tions [22]. This recognition is important also in ensuring that efficient error reporting and 
analysis is used to close the experience loop to achieve organisational learning [23]. A final 
question for the future could be, if it is possible to reach significantly better safety and secu-
rity in the future. The answer is probably no, because according to the theory of risk homeo-
stasis the gain of better methods and tools are usually spent on an increased overall perform-
ance and not on safety [24]. 

7 CONCLUSIONS 

Risk assessment and safety engineering have been used to create solutions for analysing and 
protecting systems against a large spectrum of threats. The developed methods and tools can 
with success be used also for computer systems, but this may become prohibitive costly if a 
very large certainty is sought that the computer software will function as intended. Therefore 
it is practical to restrict this requirement only to the most central mechanisms and build the 
less sensitive parts with more conventional methods. This can only be achieved with a good 
understanding of the risks involved and how these risks can be acted upon.  

In the quest for safety and security a separation has to be made between the game against na-
ture and the game against an intelligent opponent. One has also to understand the general de-
velopment mechanisms of the computer field, because no single person can grasp the full 



 12(13) 

complexity of the interconnected computers all with their own software, which can be modi-
fied almost from anywhere around the globe. This actually implies that our societal infra-
structures rely on a system with emergent properties and not understanding this development 
may have serious repercussions. 

It is evident that ensuring safety and security of the computer systems of tomorrow will re-
quire far more efforts as compared with what is spent today. This quest can metaphorically be 
seen as a race between the safety and security as built into the systems and an unknown popu-
lation of hostile attackers. When a new safety or security provision has been invented and 
built in, it can be attacked by new means and vice versa. 

Safety and security of computer systems is a field, which is growing in importance. This is 
due to the increasing reliance on computers within important societal infrastructures. If this 
threat is not properly counteracted, it can have dire consequences on the world economy. A 
balanced approach will require a realistic assessment of the risks involved and paired with a 
combination of technical, administrative and societal means. Present safety engineering prin-
ciples are well adaptable to the needs in different sectors of the society. The ultimate question, 
what is safe enough, has however always to be based on a broad consideration of costs and 
benefits for the society. 

In the future development of the risk and safety field, it would be beneficial if there is an in-
teraction between different areas of application, because this has the potential to stimulate in-
novations and development of new methods and tools. Practitioners in the risk and safety field 
require a multi-disciplinary education together with a good knowledge of their own area of 
applications. A systems oriented thinking can finally help in finding a practical perspective to 
support cost effective solutions. 
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